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CHAPTER 1

Syllabus

Computer Science and Engineering, University at Buffalo

Spring Semester 2021

1.1 Instructors

• Varun Chandola (lead instructor; chandola[at]buffalo.edu)

• Deen Dayal Mohan (TA; dmohan[at]buffalo.edu)

• Seokmin Choi (TA; seokminc[at]buffalo.edu)

• Jie Zhang (TA; zhang326[at]buffalo.edu)

• Enshu Wang (TA; enshuwan[at]buffalo.edu)

Note: Students are strongly encouraged to use the Piazza’s private messaging option to contact the intructors to ensure
that the messages are dealt with promptly.

1.2 Class Website

https://cse.buffalo.edu/~chandola/machinelearning.html

1.3 Meeting times and locations

Every Monday, Wednesday and Friday - 1.50 to 2.40 PM, virtually on Zoom
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Note: All lecture videos will be made available after the class. The links will be posted on Piazza and also available
here. Please ensure that your video is turned off and the microphone is on mute. Use the zoom reactions and chat to
interact with the instructor.

1.4 Office Hours

Who? When? Where?
Chandola Fridays 3.00 PM - 5.00 PM Virtually on Zoom
Deen Mondays 6.30 PM - 7.30 PM Virtually on Zoom
Seokmin Mondays 9.00 AM - 10.00 AM Virtually on Zoom
Jie Thursdays 2.30 PM - 3.30 PM Virtually on Zoom
Enshu Tuesdays 1:00 PM - 2:00 PM Virtually on Zoom

1.5 Prerequisites

CSE 250 and (EAS 305 or MTH 411 or STA 301 or MTH 309).

Note: This course requires a strong background in linear algebra, advanced calculus and statistics. Please refer to the
FAQs for more.
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lecturevideos.html
https://buffalo.zoom.us/j/94867240117?pwd=NGxCNFgzcUVnYjVoalpJQkczNTNjZz09
https://buffalo.zoom.us/j/93559888708?pwd=bTNTNUJWTEpRQVRJQ1lSM0o0NmFqZz09
https://buffalo.zoom.us/j/6212210589?pwd=akI3ZDhmRU1oVDBzRFdLR2l5Rkl2QT09
https://buffalo.zoom.us/j/93717120120?pwd=S3g3KytBYkljMWdhQlNlL0k2KzNDQT09
https://buffalo.zoom.us/j/97158552112?pwd=WkszZHE3QWZPaEdQM1ZmbjRQVmlHdz09
faqs.html
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1.6 Topic Schedule

Week Topic Pre-
requisites

1 Introduction and Basics
Supervised Learning::Linear Models

1 Linear Regression Linear Alge-
bra,Gradient
Descent
Optimiza-
tion, Matrix
Calculus

2 Logistic Regression/Perceptrons Newton’s
Method

2-3 Support Vector Machines Constrained
Optimization,
Lagrangian
Methods

Supervised Learning::Non-linear Models
4 Non-linear Regression
4 Regularization
5 Kernel Regression
5 Kernel Support Vector Machines
6-7 Neural Networks

Statistical Learning
8 Generative Models Laws of

Probability,
Statistical
Distributions,
Moments

9 Bayesian Learning Methods Bayes Rule
10 Bayesian Classification
11 Bayesian Linear Regression

Fairness and Transparency Issues
12 Fairness in Machine Learning (PA3 Review)
12 Interpretable Models (Decision Trees)

Unsupervised Learning
13 Clustering (k-Means/Spectral) Linear Alge-

bra (Eigen-
value Decom-
position)

14 Dimensionality Reduction Methods (Principal Component Analysis)

1.6. Topic Schedule 3
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1.7 Course Deliverables

Deliverable Release Date Due Date
Gradiance 0 Feb 1 Feb 9
Gradiance 1 Feb 10 Feb 16
PA 1 Feb 8 Mar 5
Gradiance 2 Feb 17 Feb 23
Gradiance 3 Feb 24 Mar 2
PA 2 Mar 8 Apr 9
Gradiance 4 Mar 3 Mar 9
Gradiance 5 Mar 10 Mar 16
Gradiance 6 Mar 17 Mar 23
Gradiance 7 Mar 24 Mar 31
PA 3 Apr 12 May 7
Gradiance 8 Apr 1 Apr 7
Gradiance 9 Apr 8 Apr 14
Gradiance 10 Apr 15 Apr 21
Gradiance 11 Apr 22 Apr 28
Gradiance 12 Apr 29 May 5

Note:

• Gradiance quizzes

– Will be released every Wednesday at 9.00 AM EST

– Due next Tuesday at 11.59 PM EST

– Gradiance 0 will not be evaluated (warm up)

• All assignments are electronically due on Fridays by 11.59 PM EST through UBLearns.

1.8 Assignments (Tentative Schedule)

• Programming Assignment 1 - This assignment will focus on building linear models for supervised learning.
This will include implementing a linear regression model for regression, and three classification models, viz.,
logistic regression, perceptron, and support vector machine (SVM).

• Programming Assignment 2 - In this assignment, your task will be to explore non-linear machine learning
models to learn from text and image data.

• Programming Assignment 3 - This programming assignment has two parts. In the first part, you will implement
a Naive Bayes Classifier and test it on a publicly available data set. In the second part, you will manipulate the
data characteristics to understand how classifiers get impacted by the underlying bias in the training data. Focus
will be on developing a COMPAS style risk assessment system.

1.9 Course Texts

• Kevin Murphy, Machine Learning: A Probabilistic Perspective, MIT Press, 2012.

• Tom Mitchell, Machine Learning. McGraw-Hill, 1997.
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• Chris Bishop, Pattern Recognition and Machine Learning, Springer, 2006.

• David Mackay, Information Theory, Inference, and Learning Algorithms, Cambridge Press, 2003.

• Trevor Hastie, Robert Tibshirani and Jerome Friedman, The Elements of Statistical Learning. Springer, 2009.

• Richard S. Sutton and Andrew G. Bart, Reinforcement Learning: An Introduction. MIT Press, 2015.

1.10 Grading

• Short weekly quizzes using Gradiance (12) – 20%

• Programming Assignments (3) – 45%

• Mid-term Exam (virtual-UBLearns, open book/notes) – 15%

• Final Exam (virtual-UBLearns, open book/notes) – 20%

• Final grade (Tentative)

• A [92.5,100]
• A- [87.5,92.5)
• B+ [82.5,87.5)
• B [77.5,82.5)
• B- [72.5,77.5)
• C+ [67.5,72.5)
• C [62.5,67.5)
• C- [57.5,62.5)

1.11 Exams

• Mid-term Exam March 19, 1.50 PM - 2.40 PM, virtually using UBLearns

• Final Exam May 14, 11.45 AM - 2.45 PM, virtually using UBLearns

Note: The mid-term will held during the regular Friday lecture.

1.12 Expectations

• Students are expected to act in a professional manner during the virtual classes and office hours.

• Programming assignments will be graded and returned to students.

• Late submission of assignments will receive a grade of zero.

• No late submission of Gradiance quizzes are allowed. The quizzes will automatically become unavailable
immediately after the due date and no accomodations will be made for missed quizzes.

• Students are encouraged to discuss assignments and share ideas, but each student must independently write and
submit their own solution.

• Makeup exams will be given in the following circumstances only:

1. You contact the instructor prior to the exam

2. You have a valid and documented reason to miss the exam

1.10. Grading 5
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1.13 Accessibility Services and Special Needs

If you have a disability and may require some type of instructional and/or examination accommodation, please inform
me early in the semester so that we can coordinate the accommodations you may need. If you have not already done so,
please contact the Office of Accessibility Services (formerly the Office of Disability Services) University at Buffalo,
25 Capen Hall, Buffalo, NY 14260-1632; email: stu-accessibility@buffalo.edu Phone: 716-645-2608 (voice); 716-
645-2616 (TTY); Fax: 716-645-3116; and on the web at http://www.buffalo.edu/accessibility/. All information and
documentation is confidential. The University at Buffalo and the School of Engineering and Applied Sciences are
committed to ensuring equal opportunity for persons with special needs to participate in and benefit from all of its
programs, services and activities.

1.14 Academic Integrity

This course will operate with a zero-tolerance policy regarding cheating and other forms of academic dishonesty. Any
act of academic dishonesty will subject the student to penalty, including the high probability of failure of the course
(i.e., assignment of a grade of “F”). It is expected that you will behave in an honorable and respectful way as you
learn and share ideas. Therefore, recycled papers, work submitted to other courses, and major assistance in preparation
of assignments without identifying and acknowledging such assistance are not acceptable. All work for this course
must be original for this course. Additionally, you are not allowed to post course homeworks, exams, solutions, etc.,
on a public forum. Please be familiar with the University and the School policies regarding plagiarism. Read the
Academic Integrity Policy and Procedure for more information: http://undergrad-catalog.buffalo.edu/policies/course/
integrity.shtml. Visit the Senior Vice Provost for Academic Affairs web page for the latest information at http://vpue.
buffalo.edu/policies/

Machine Learning Honor Code

Against the ML honor code to:

1. Collaborate on Gradiance quizzes

2. Collaborate or cheat during exams

3. Submit someone else’s work, including from the internet, as one’s own for any submission

4. Misuse Piazza forum

You are allowed to:

1. Have discussions about homeworks. Every student should submit own homework with names of
students in the discussion group explicitly mentioned.

Warning:

• Violation of ML honor code and departmental policy will result in an automatic F for the concerned submis-
sion

• Two violations fail grade in the course
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CHAPTER 2

Lecture Videos

Links will be added here as the course progresses.

Warning: You will need to authenticate using your UBIT account.

Week Monday Wednesday Friday
Week 1 Feb 01 Feb 03 Feb 05
Week 2 Feb 08 Feb 10 Feb 12
Week 3 Feb 15 Feb 17 Feb 19
Week 4 Feb 22 Feb 24 Feb 26
Week 5 Mar 01 Mar 03 Mar 05
Week 6 Mar 08 Mar 10 Mar 12
Week 7 Mar 15 Mar 17 Mar 19
Week 8 Mar 22 Mar 24 Mar 26
Week 9 Mar 29 Mar 31 Apr 02
Week 10 Apr 05 Apr 07 Apr 09
Week 11 Apr 12 Apr 14 Apr 16
Week 12 Apr 19 Apr 21 Apr 23
Week 13 Apr 26 Apr 28 Apr 30
Week 14 May 03 May 05 May 07
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https://buffalo.zoom.us/rec/share/XfTA_tYRTFFfjLKjQzrNjbetRqGZcpeCYuP9jqWiVJ2hcDGvE4fY8ezpmRr_stk.aVAFkVffQS-pqqfl?startTime=1612205376000
https://buffalo.zoom.us/rec/share/EUlXD6sdePaf4VY0ZuPIIVQ7Qj4WltFLJ7kJReN2Y9lCWU8lZ3yNaKQqqZa4fI1-.rki53kGeQJwQAS0a
https://buffalo.zoom.us/rec/share/50mWjI_9orUWw5xvTbKN08DNxlfkMZXAqXjLwAvfz0Oun_ThOvd8TxbLH2-NqZKx.ajvhGzWLUFPLBRW7
https://ub.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=c4de1686-2f8c-4217-bd5a-acc90154a72e
https://buffalo.zoom.us/rec/share/GW7ZGrZoOq7syqv0WYU7YsnRMUEpXraXmS1JZOeZ0djf53v60b9J80OThLV-46xk.nF9a-u34EARSJyco
https://buffalo.zoom.us/rec/share/ebbBdzlA_DhA3lwTkndlxUhtBElsuo2uA1Ivt5qhScwFBR8JdwEyOAWZub4rh_Tz.bG4uK_XtizKHWd5W
https://buffalo.zoom.us/rec/share/-X7FEOYW16K3FLUBHBEcHiB3BqcNHGHuYnJopR_BI-qurouX5dLsYYhPxUGMocpU.WEhzKqHizZ-s2eDn
https://buffalo.zoom.us/rec/share/-3DRgc7nsY4ri0cQeghl-rVpZ5Ct4TRcpLSKsl8dBbdA6oxLKrAUlDKlaUhOdRiQ.9wi-SUP7E5NlrQCb
https://buffalo.zoom.us/rec/share/CnAqoNBAiSqST9ffC-rkYTSCPXeLI-CtgjugjMCfjMJ-j9PEL78mXxy5Qk4EvtQP.b5y1_C6ECo2q73-W
https://buffalo.zoom.us/rec/share/XeRUfHqKlFJ3Ika5ljXpQUb5vZmDEK4xPNK8izET4ZdqjjPEKH_3vCOvhbbtBK7x.qPIHQ4SV4lctSgdb
https://buffalo.zoom.us/rec/share/tfl0K-3ob36mgqlP5X9Q_-jCAwHJkWFmWAhjdXnhhmriqiEtG20-J8g8_R2lKDgR.DCOU-qknAMc3eI-N
https://buffalo.zoom.us/rec/share/NIiEDt8gVp-KoNBFdFET_qVGrwLqOqiKCMSeP9W0o9tpi_j1Mh-kkWeObbRQXL4t.ABpAIrRnF2XWbSJ-
https://buffalo.zoom.us/rec/share/4G7jx7nF83WQKZXM0ZDXaWH7l3szanuGRccFomHRaeGyA-WvSa1pKxeI4VASav4j.fYxsDoMSGRieoQ9M
https://buffalo.zoom.us/rec/share/TwjIWR-WhtpoZTuMLmTUiA__SaHfhxXgrdRvNs0gEOCl4Z_MG3BydLIRR3xofB6m.zNcyHCPPQqmiMyey
https://buffalo.zoom.us/rec/share/LsazvepGlbGAPcQ5dRHxiZJDumD64xbJ8uMyPXbf0voCKs6vIJEr2Sk-bH79VfXM.G7qOMpIjTr0bQuWs
https://buffalo.zoom.us/rec/share/gEqBu6MZG56owfyE9Kq77g4aifYQXnvgkafiALWaK0njjzRnOdTDV5aH5BamGtv7.ufSdK9JQ8eCqh3wR
https://buffalo.zoom.us/rec/share/m7GJwMAlHeyQ2nfm5g6vNORA3mxwHOpRyIZHCFlU8i2nYAilCDbc05YCwP6AYd5D.s1uqTrOt86peKp1M
https://buffalo.zoom.us/rec/share/1oVKAYu5DFgr1yV5Ly6c9_dxjHu75SiyhJhSPOl_C0pTO7ruQokrphHAWJPQvCBB.wJUK8H2Tp_6Gljdj
https://buffalo.zoom.us/rec/share/IVBW4up55a0kP-qnh_lwJCmf8NJ2iPcL4Eklsbw-Ob7sBS4iWaeQtewZ4fa02XgF.8um1oOaAHKliY36f
https://buffalo.zoom.us/rec/share/clg4wEYX24RutarVnOduAgSlnuJFAw-4XOZBn2aV1gxwEzwUY6ld0iqCN2pxNJ5b._AHN9H-_tkwHezFO
https://buffalo.zoom.us/rec/share/_4uFvutK8MWEn_ZW25f19qXX5mLY1moqPFnHnfex_SoV9NbB_njOSjH-D90mhka1.HDDALV0RpZAg8NnE
https://buffalo.zoom.us/rec/share/3xldBNAusaeBTsTeS-Xp8pwo_FBM3X_jNMWQX5PCOCTFhuTlU0cZd2fv9HiVAvr7.XokpN_HBweo9Dmnd
https://buffalo.zoom.us/rec/share/x9JSs46OLAYmzGe1hVjsYC7OSG1xYP62t1Q4S4FQgL5pE3jFeAjuEcV2JijPxFk7.pGINB3D6fKFvDqys
https://buffalo.zoom.us/rec/share/5calg04Aq7VEDyUI_tDtyJR_4z4kQCGVXAZwyRFR8DAzNRyplmFYex95TS0cMjs.LB8ljbe7KwlynTJg
https://buffalo.zoom.us/rec/share/5Xq3gXbvWqRH9D4-pxfjH7lkIGRQvQQyq5AEQXz_abpj8J9rG4kZh8SbT9oGLvNI.WM0Gx97LTW55xRgU
https://buffalo.zoom.us/rec/share/_Ice57XH85huzvGMS48joGOq8N_IQ9UV2NApneLx2t54CDNzuR7PMaKr0jrDZYfa.n3C2l9DdjzQrbOU2
https://buffalo.zoom.us/rec/share/DGmMoLeuG_abeU70o5orD2IvmQnaxNaiIh9Ho-e8pLeJxvQhi2xGPvUF_2JqTIEp.6HVvZp9VpvltJbfh
https://buffalo.zoom.us/rec/share/je4N-jEJCS1zFk-EMOzDX6DuCgCUPuX3KrOiBM4JNqrph7L6TJ4pAlwSsqyZTqnv.JHgDPytbewlDRb4t
https://buffalo.zoom.us/rec/share/zLjQp-56Jh_RYA_cmJjhK9q6ZGJ8L1o4s7_kHiHd-FPmGVbHVfuCLPsylNYVLq9N.y_oKf8YrtjZ_Qywb
https://buffalo.zoom.us/rec/share/dHJWxVcDvENnkjkIhqJXSpFnGTIN3wyf7_bRzu_6rzE9DVB5OqjqdG9pfz0yCwX2.bd_K6GuslLgMB0zH
https://buffalo.zoom.us/rec/share/H5Rn4Tu-UVAbGrWF9GCmhImaiBeG1rgeheL5Nb-cKi6vfHEflLf1OaatbCyHfA5i.h9Yr_GxcxSxfgfBK
https://buffalo.zoom.us/rec/share/H7BOuugQUq_47JKduaH4gE0M4erz6z1-zueaQxVVTDK47xFNv7_buUwUXavixh2H.6wNbBaTmQYG_eU8D
https://buffalo.zoom.us/rec/share/es8P3HphPCURRBwe_5PZiBd-FNcQonxr4KuxGd9GKgXSEoR9Awyij6q0dQMbXLJR.apOwRzneHD6EIX8M
https://buffalo.zoom.us/rec/share/PjZEchSw6qFsnFBmclk9QiWNwyJPuVL-jI_7aFA8py_ic5_wIW2rsqbpJp6J_eyw.pbNNgH2Bd-X4bXVN
https://buffalo.zoom.us/rec/share/GTo0amJV7XEKidWXrXpywMOZ4zpu7lSmiwYkcvvByIFZGppjSy6ljxey2gNnQqQ.LYzjbXhq3nKEUzA9
https://buffalo.zoom.us/rec/share/hZEX20I1U634wwClkB2Gc6Dtbeh4m0iSX8kD0aEzIpdOrQgepBxzTLWw1TW6yhW5.lI086EVQYXt_-106
https://buffalo.zoom.us/rec/share/40kZ15kltHYcXnK_dCZv-Uz-t2LwyiHYkxbpJdEUnF8KJwzoRKJbesvN6YCq-wz2.cMuQZ5dbgmgwhAmc
https://buffalo.zoom.us/rec/share/sXIRiuj5y-GtI_If6r-SBWThgZBk_Hp6gdL1YU3JQQNSLu0vAD2AhpeRYlZwkjEf.aulvhVcqwM9dijsU
https://buffalo.zoom.us/rec/share/VTU6V7XA2VVd84RprcUBbX4x8JnfHOFov9E0gqBKw8sIE478fpx9IxdIg8zKQU11.tyJFcgkqiiv5iln8
https://buffalo.zoom.us/rec/share/xEb8emp9BEY1vJe9KJf0rLHjYu7zSPy6pL-aFPBGOdhw5zqtK8EEU4abv1-4c0Ag.GGeTZj05Hfxx0NIt
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CHAPTER 3

Documents

Note: The handouts have all the content that the slides have, along with some additional discussion which is not on
the slides. If you want to save these for future use or for printing, please use the handouts and not the slides.

Topic Documents
ML Basics slides handouts scans
Supervised Learning::Linear Models
Linear Regression slides handouts scans
Logistic Regression/Percepton slides handouts scans
Support Vector Machines slides handouts scans
Kernel Methods
Kernel Regression slides handouts scans
Kernel Support Vector Machines slides handouts scans
Supervised Learning::Non-linear Models
Non-linear Regression and Regularization slides handouts scans
Neural Networks slides handouts scans
Statistical Learning
Generative Models slides handouts scans
Bayesian Learning slides handouts scans
Bayesian Classification slides handouts scans
Bayesian Linear Regression slides handouts scans
Fairness in Machine Learning
Fairness aspects in Machine Learning slides handouts scans
Fairness primer fairness primer
Decision Trees slides handouts scans
Unsupervised Learning
Clustering (k-Means/Spectral Methods) slides handouts scans
Principal Component Analysis slides handouts scans

9
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10 Chapter 3. Documents



CHAPTER 4

Frequently Asked Questions

4.1 Logistics

4.1.1 Where is the course website?

The course website is here. The website has links to the resources for the course.

4.1.2 Where is the course syllabus?

Syllabus is here.

4.1.3 When does the course begin?

First class is on February 1st, 2021 (Monday), virtually on Zoom.

4.1.4 What are the other resources I should be aware of?

The course website has links to all the resources that we will be using during the course. We will be
using Piazza for all communications and announcements and Gradiance for the weekly quizzes. The
UBLearns system will be used to manage assignment submissions and grades. The slides and handouts
(for printing) are available here. We have also prepared a glossary of terms that you can refer to.

We will be using Python as the primary programming language. We will use Jupyter Notebooks for in-
class demonstrations. The notebooks are available here. You can also check out the notebooks to your
personal computers from Github.

4.1.5 What do I need to do before class starts?

• Sign-up for Piazza (if you do not have an account aready) and enroll into the CSE 474/574 class.

11

index.html
syllabus.html
https://ublearns.blackboard.com/ultra/courses/_179715_1/cl/outline
docs.html
glossary.html
https://nbviewer.jupyter.org/github/ubdsgroup/ubmlcourse/tree/master/notebooks/
https://github.com/ubdsgroup/ubmlcourse/tree/master/notebooks
https://piazza.com
https://piazza.com/class/kk30vp9jbd4n1
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• Confirm that the class shows up in your UBLearns account.

• Create an account on Gradiance.

Note: Make sure that you use your UBIT name as the user id. Gradiance requires the user name to be at
least 6 characters. If your UBIT name has less than 6 characters, pad it with the required number of x’s
to make it 6 character long. For example, if your UBIT name is jliu, your Gradiance username should be
jliuxx. Please use lower-case username only

Improper usernames could result in incorrect assignment of grades.

• Add the CSE 474/574 class on Gradiance using this token 14C9F9A9. Will be available on Feb 1st
at 9.00 AM.

4.1.6 How do I contact the instructors?

Best way is through Piazza. You may send a private or a public message, depending on the nature of the
query. Direct email to instructors might not get handled in time.

4.2 Content

4.2.1 What will I learn in this course?

This course is aimed at providing an introduction to the field of Machine Learning. We will focus on
understanding the breadth of topics within this field. ML is a broad field and due to the limited time,
we will not be able to explore the topics to great depths. However, we will also go deep into some
core concepts that are relevant to a many sub-topics within ML. We will explore three ML tasks, viz.,
supervised, unsupervised and reinforcement (new) learning. At the same time, we will also explore cross-
cutting issues such as ethics and fairness associated with ML algorithms.

4.2.2 What will I not learn in this course?

Due to the limited time, we will not be able to cover many ML algorithms that you might have heard of,
e.g., decision trees, convolutional neural networks (though we will look at simpler neural networks). At
the same time, this course is not about teaching how to use a certain library or a tool. You will learn how
to build such tools from scratch.

4.2.3 How important is Math in this course?

Very important. In fact, this course is one of the most math intensive course in the undergraduate CSE
program. By the second class (Wednesday), we will be deriving a solution for the minimization of an
objective function of a vector variable. Similarily, I will assume a strong background in Probability and
Statistics.

4.2.4 What linear algebra topics do I need to know before the class starts?

Some of these topics will be covered in-class and during the recitation sections, but it would be good to
brush up on these before the class starts. Also, refer to glossary for the notation that we will follow in the
class:

12 Chapter 4. Frequently Asked Questions
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• Matrix-vector product, matrix-matrix product, vector-vector dot product, vector-vector cross product

• Special matrices: Identity, diagonal, symmetric, matrix transpose

• Matrix operations: trace, norms (of vectors and matrices), linear independence and rank of a matrix,
orthogonal matrices, matrix determinant, quadratic form, eigendecomposition of a matrix

• Matrix calculus: Gradient of a function, Hessian, Gradients and Hessians of a quadratic function

4.3 Attendance

4.3.1 Is in-class attendance mandatory?

While the class videos will be posted (almost) immediately after the class, I would strongly recommend
against relying on the videos to understand the material.

4.3.2 Will class videos be posted?

Yes, they will be available within the class UBLearns website. Look out for a Panopto Recordings link
on that page. Videos are typically available within 2 hours of the lecture.

4.4 Gradiance

4.4.1 What is Gradiance?

Gradiance is an online quiz taking system. We will be using that to administer weekly quizzes. Check the
syllabus for the exact schedule.

4.4.2 How do I enroll?

• Sign-up here.

Warning: Make sure you use your UBIT name as your username. Any other accounts will be deleted!

• After creating your account, add the class using token 14C9F9A9.

4.4.3 How does it work?

• Every week one quiz will be available on Wednesday morning at 9.00 AM and will be due the next Tuesday at
11.59 PM.

• Each quiz will contain 4-5 problems on topics covered the previous week.

• Each problem will have multiple choices, with only one correct answer.

• At the end of a submission, the system will give you hints for problems that you answer incorrectly.

• There will be a 5 minute between successive tries.

• Maximum 3 tries are allowed.

4.3. Attendance 13
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• Every wrong answer will result in one negative point.

• A practice quiz will be posted in the first week.

4.5 Piazza

4.5.1 What do I need Piazza for?

We will use Piazza as our primary medium of communication. Students with questions can post on Piazza
(either private or public). Additionally, it will be used as a discussion forum to have discussions among
students and instructors regarding various course aspects.

4.5.2 Why should I be active on Piazza?

It is well-documented that student led discussions on Piazza result in much better learning outcomes
compared to a single-direction discourse.

Note: The top contributor (questions or answers) on Piazza will get “recognized”.

4.6 Assignments

4.6.1 What will the assignments entail

The course consists of three programming assignments. Assignments will be done in groups of 3.

4.6.2 What programming language will be used?

We will be using Python as the programming language for the assignments. We will be using the Python
3.x version. Note that if you are using Python 2.x, you might run into issues.

4.6.3 What if I do not know Python?

We will have a couple of recitation sessions to introduce you to Python. However, I will strongly advise
you to checkout resources on the web to get started on learning Python, something that will help you in
future too.

• Installing python, ipython

• Python IDE - Canopy

• More about ipython notebooks

• Python for Developers, a complete book on Python programming by Ricardo Duarte

• CodeAmerica - Python

• An introduction to machine learning with Python and scikit-learn (repo and overview) by Hannes
Schulz and Andreas Mueller
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http://ipython.org/install.html
https://store.enthought.com/downloads
http://ipython.org/notebook.html
http://ricardoduarte.github.io/python-for-developers/
http://www.codecademy.com/en/tracks/python
http://nbviewer.ipython.org/github/temporaer/tutorial_ml_gkbionics/blob/master/2%20-%20KMeans.ipynb
http://nbviewer.ipython.org/github/temporaer/tutorial_ml_gkbionics/blob/master/2%20-%20KMeans.ipynb
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4.6.4 Are there any computing resources available?

While the programming assignments can be completed on a reasonably modern laptop or desktop, you
can utilize the CSE resources (See here for more information).

4.6. Assignments 15
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CHAPTER 5

Glossary

Term (s) Description Notation
Data object (point,
observation, sam-
ple, example)

A unit of analysis.
Typically, a data ob-
ject is represented
as a vector of fea-
tures.

Typically denoted as lower case letter, often bold, e.g., x or x𝑖 or
x(𝑖), where the subscript or superscript 𝑖 denotes membership in a
data set.

Data set A collection of data
objects.

Typically denoted as upper case letter, often bold, e.g., X.

Vector A list (or array)
of real values (∈
{−∞,∞}).

Typically denoted as bold lower case letter, e.g., x. x ∈ Rd, means
that the vector represents a point in a 𝑑-dimensional vector space.
An individual element of the vector is denoted as 𝑥𝑖.

Matrix A 2-way array
of real values
(∈ {−∞,∞}).

Typically denoted as bold upper case letter, e.g., X.
• X ∈ Rm×n, means that the matrix has 𝑚 rows and 𝑛

columns. A vector is represented as a 𝑚× 1 matrix.
• An individual element of the matrix is denoted as 𝑋𝑖𝑗 .

Transpose X⊤, x⊤ A transpose of a matrix is an operator which flips a matrix over its
diagonal, i.e., 𝑋𝑖𝑗 = 𝑋⊤

𝑗𝑖 . Transpose of a vector is a 1× 𝑑 matrix.
Matrix multiplica-
tion

X = YZ Only valid if the number of columns in Y is equal to the number of
rows in Z.

• The 𝑖𝑗𝑡ℎ entry of the matrix Z is the dot product (see below)
between the 𝑖𝑡ℎ row of X and 𝑗𝑡ℎ column of Y, i.e., 𝑍𝑖𝑗 =
𝑋⊤

𝑖*𝑌*𝑗 Where 𝑋𝑖* denotes the 𝑖𝑡ℎ row of X and 𝑌*𝑗 is the
𝑗𝑡ℎ column of Y

Vector dot (inner)
product

x.x =
∑︀𝑑

𝑖=1 𝑥
2
𝑖 In matrix notation, the dot product is expressed as x⊤x

Data Matrix A 𝑛× 𝑑 matrix, X If each data object in a data set can be represented as a vector in R𝑑,
the data set of 𝑛 such objects is typically arranged as a 𝑛×𝑑 matrix,
X, where the transpose of each row of the matrix corresponds to a
data object, i.e., x𝑖 = 𝑋⊤

𝑖*.
Random Variable A variable whose

possible values
are outcomes of a
random phenomena
(distribution)

Typically denoted as an upper case letter, 𝑋 (bold - X, if multivari-
ate)

Probability A measure of the
likelihood of an
event to occur

𝑃 (𝐴) denotes the probability of an event 𝐴 to occur.
• For a categorical random variable, 𝑋 , 𝑃 (𝑋 = 𝑥) denotes the

probability of 𝑋 to take the value 𝑥
• For a continuous random variable, 𝑋 , 𝑝(𝑥) denotes the proba-

bility density of the distribution at the value 𝑥. We sometimes
use 𝑝(𝑥) even if the random variable is categorical, in which
case 𝑝() is the probability mass function, and 𝑝(𝑥) = 𝑃 (𝑋 =
𝑥)

• When talking about more than one random variables, we use
𝑝𝑋(𝑥) and 𝑝𝑌 (𝑦) to differentiate between the two pdfs
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Other Links

• Piazza

• UBLearns

• iPython Notebooks

• Gradiance

• Videos from previous years:

– Panopto Videos (2020) For University at Buffalo Students only

– YouTube Videos (2017)

19

https://piazza.com/class/kk30vp9jbd4n1
https://ublearns.blackboard.com/ultra/courses/_179715_1/cl/outline
https://nbviewer.jupyter.org/github/ubdsgroup/ubmlcourse/tree/master/notebooks/
http://www.newgradiance.com/services/servlet/COTC
https://ub.hosted.panopto.com/Panopto/Pages/Sessions/List.aspx?folderID=95cf0811-2140-4ead-a4a9-ab44014168ea
https://www.youtube.com/channel/UCirkkflcowIUu5jyPzG3UNQ/videos
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